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Introduction 

by Kathryn Scribner 
High performance computing (HPC) pushes the limits of available performance, and requires more than a single high-end workstation can deliver. But is HPC right for your company? We recently spoke with two of Intel’s HPC experts, Tom Lehmann and Richard Libby. This article discusses what’s behind the trend toward HPC and highlights situations to be aware of if you’re considering moving to HPC. Join us for some real-world, on-site insight into the planning necessary in getting HPC up and running smoothly. 
A Practical Definition of HPC 

Q: Let’s start with a practical definition of HPC. 
RICHARD LIBBY: HPC is a collection or cluster of connected, independent computers that work in unison to solve a problem. In general, the machines are tightly coupled at one site, connected by Infiniband* or some other high-speed interconnect technology. 

TOM LEHMANN: With HPC, the primary goal is to crunch numbers, not to sort data. It demands specialized program optimizations to get the most from a system in terms of input/output, computation, and data movement. And the machines all have to trust each other because they’re shipping information back and forth. 

Q: Say I’m a company who just wants to buy a bigger server – is that considered HPC? What’s the difference? 
TOM: HPC systems are based on parallel computing, which uses concurrency to decrease program runtimes. If the program lends itself to parallelization, the more nodes you can throw at it, the better. It’s like painting a fence; if you can get some friends to paint with you, the job gets done faster. But some applications must follow a serial process, like building a house. You may have an application that can only run on one CPU, with no shortcutting, no way to split it up. In that case, you could just get a bigger, faster box. 

There’s a limit to parallelization, though. It’s described by Amdahl’s law, which basically tells you how many nodes the application can effectively use. There is a limit to how many processors you can throw at a problem before it just doesn’t work any more. Just because you’ve built your cluster 10 times bigger, it doesn’t mean problems will be solved 10 times faster. However, a bigger cluster could mean more people can work on parts of it at the same time, which allows more work to be done in the same time period. 

Is HPC Right for Your Industry ?
Q: Can HPC lend itself to any industry? 
RICHARD: HPC is a very horizontal market. There are HPC clusters in virtually every industry, from education to entertainment to rocket science. 

TOM: In the aerospace industry you’ve got a lot of calculations to do before you can call an airplane design good and ship it. Or if you’re in the oil industry, there may be a patch of ground somewhere that looks promising, but the geological information requires more processing. So you take the information from the field back and throw it at the cluster computer, and run it through some powerful software to figure out if the land has oil. First one to figure if it does, gets the bid in and wins. The other guy loses. 

RICHARD: Or look at the animation features created by motion picture studios, any of the major kid’s movies. The rendering of an animated movie is a highly parallel activity. For a 90-minute movie they will need to render 90 (minutes) times 60 (seconds per minute) times 24 (frames per second) or a total of 129,600 frames. Each frame takes about 45 hours of computer time to completely render. Done in serial it would take about 655 years, but with a cluster of 1024 nodes the job can be accomplished in about 6 months. 

Q: What's driving companies to move to HPC? 
TOM: The guy who gets product to market first wins, whether it’s aerospace or the auto industry or the pharmaceutical industry. 

Speed Vs. High Performance 

Q: So speed means high performance? 
TOM: Speed is usually important, but not necessarily the most important thing. In HPC clusters, all of the machines are working on a specific numeric problem that needs a significant amount of calculation to find the answer. For example, although it’s really fast, a state DMV driver license database lookup is not HPC, it’s more of a table lookup, not a calculation. But if you’re building airplanes and calculating the airflow over a wing of a 747, the more speed the better. You have to break up the wing sections into one inch pieces, then calculate the flow over each sq. inch, etc. then repeat the process. The faster the cluster, the faster you’re going to get your answer. 

Q: How has HPC changed since it got on the radar? 
RICHARD: There are two factors that have we’ve seen in the last 20 years causing the use of HPCs to proliferate: First, we have High-performance processors. Second is commodity-based interconnect solutions such as InfiniBand, Quadrix*, those kind. 

TOM: Things have changed because they’ve gotten faster, and cost has come down considerably; a 286 PC was two or three thousand dollars; today you can go to a superstore and get a motherboard and power supply for a few hundred dollars. But now you have one hundred times the power and greatly improved communication speed. 

RICHARD: If cars were priced like processors, we’d all be driving around in Rolls Royces, at about five dollars per car. 

Q: What basics should companies know as they are considering if HPC is right for them? 
TOM: There are three rules when building HPC clustering. Rule number one is, the application defines how the cluster is built: everything underneath it is dependent on that application. Just because a processor is faster doesn’t mean it’s going to be faster on that application. 

Rule two is the balance between computing and communication. A cluster’s individual members compute like crazy, then at some point they communicate. Then it repeats; it’s another difference in how you design your hardware. With a fixed amount of money to work from, you have to split it between hardware for communication, and the hardware for computation or nodes, infrastructure, etc. 

RICHARD: The third rule of clustering is “There will be an upgrade”! Clusters are not usually static, they can grow machine by machine as the computing needs of the organization change. 

Do Sweat the Details 

Q: For businesses that are thinking of moving to HPC, what physical details should they be aware of? 
RICHARD: Plan, plan, plan. There are a million details and the devil’s in the details. Take cabling. You know the rat’s nest that’s behind your desk for just one machine? What are you going to do to cable up one thousand machines? Ten thousand machines? 

TOM: Remember, all the energy that goes into the system comes out as heat. If one machine puts out about 300 watts, multiply that by 1000 machines and you have 300 kilowatts of heat. How are you going to cool that? And you don’t want the airflow to have to be sixty miles per hour to do so. 

RICHARD: At the National Center for Supercomputing in Illinois, they have a three-story building to house their systems. One and one-half stories of that building is for the air conditioning alone! When building it, they anticipated a worst-case scenario where the computing room would be completely filled with the hottest, densest machines available. This is a very common occurrence. 

TOM: Even the location within a building is important. For instance a supercomputer room in San Diego had to go offline for some time when the restroom above it flooded and spilled water onto the machine. All sorts of physical things need to be considered. 

RICHARD: Another detail to think about: how wide should your aisles be? How will you access a machine if it needs maintenance? We’ve seen installations where they literally couldn’t get new equipment down the aisle. 

Intel and HPC 

Q: Where does Intel® technology fit into the current HPC picture? 
RICHARD: Remember the third rule of Clustering? Right now, Itanium® processors usually win out in the price/performance neighborhood. And Montecito will probably double that when it comes out. For a less-expensive option, there’s Intel® Extended Memory 64 Technology (Intel® EM64T), which is a 32-bit machine on steroids. The value solution for HPC is a Pentium® 4 on desktop motherboards. 

TOM: For most applications, everything comes down to price/performance. Intel processor based systems in conjunction with Intel software tools backed up with the Intel Solutions Services and Training usually provide the best price/performance for the life of the cluster. 
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